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ABSTRACT: The southeastern Australian climate and climate variability is driven primarily by large-scale climate
dynamics. How these dynamics translate into local effects is influenced by the nature of the landscape, the vegetation, soil
moisture, fire, snow, irrigation and orography. This local land-atmosphere coupling can enhance or moderate the large-scale
dynamics and have significant influences locally and regionally. This paper reviews the state of knowledge of the coupled
land-atmosphere dynamics over southeast Australia and identifies the challenges for future research. Relevant processes
are investigated and if possible their importance to regional climate is identified. Many coupled land-atmosphere dynamic
processes, identified as important in the Northern Hemisphere studies, remain to be studied in southeast Australia. This
represents an important priority for Australian research because this will establish their role in future changes in regional
climate over Australia. However, this also represents a significant international priority because the very high natural climate
variability in the region provides a laboratory to examine how coupled land-atmosphere dynamic processes may change in
other regions if global warming increases the range of natural variability. Copyright  2010 Royal Meteorological Society
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1. Introduction

Australia’s population and agricultural production are
highly concentrated in the southeast of the country.
This region includes the Murray–Darling Basin (MDB),
one of the world’s major river basins (Figure 1). The
MDB is the focus of international research through its
status as a Regional Hydroclimate Project of the Global
Energy and Water Experiment (GEWEX), a project of the
World Climate Research Programme (WCRP). This key
agricultural region in Australia provides about 40% of the
nation’s agricultural product (CSIRO, 2008). Significant
efforts to understand the climate and observed changes in
the climate of this region have been undertaken (Murphy
and Timbal, 2008). This focus partly relates to the
significant economic cost to the nation for changes over
the MDB (Adams et al., 2002) and also because of the
likely vulnerability of this region to future climate change
(CSIRO, 2007) including heat stress, drought, bush fire
and flood.

* Correspondence to: Jason P. Evans, Climate Change Research Centre,
The University of New South Wales, Sydney, NSW 2052, Australia.
E-mail: Jason.evans@unsw.edu.au

Murphy and Timbal (2008) provided a thorough and
timely review of the recent climate variability and cli-
mate change over southeast Australia. Southeast Aus-
tralia experiences one of the most variable climates
on Earth (McMahon et al., 1992). Like most regions,
the southeastern Australian climate and climate variabil-
ity is driven primarily by large-scale climate dynamics
(Karoly and Vincent, 1998). This is not only an El-Niño-
Southern Oscillation (ENSO) driven variability (McBride
and Nicholls, 1983; Jones and Trewin, 2000). The Indian
Ocean dipole exerts a significant influence on longer time
scales (Ashok et al., 2003; Ummenhofer et al., 2009).
Furthermore, tropical and extratropical Pacific Ocean
sea surface variability (Nicholls, 1989; Drosdowsky and
Chambers, 2001), the location of the subtropical ridge
(Drosdowsky, 2005; Williams and Stone, 2009), the
Southern Annular Mode (Donald et al., 2006) and the
Madden–Julian Oscillation (Wheeler et al., 2009) all
contribute to the climate and climate variability of the
region.

While the climate of southeastern Australia is domi-
nated by large-scale processes, the nature of the land-
scape, vegetation, soil moisture, fire, irrigation, snow and
orography interact with the large-scale forcing. Murphy
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Figure 1. State of southeast Australia as viewed by the MODIS satellite sensor. Image was produced using the bidirectional reflectance distribution
function applied to images taken on 1–16 June 2009. This is a natural colour composite using MODIS bands 1, 5 and 4 as RGB. This figure is

available in colour online at wileyonlinelibrary.com/journal/joc

and Timbal (2008) provide an extensive analysis of the
key large-scale drivers, but do not assess whether the
terrestrial components affect the regional climate. This
review paper builds from Murphy and Timbal (2008) to
focus on the contribution that the regional scale atmo-
spheric and land surface dynamics make to the hydro-
climatology, and hence to the natural resource manage-
ment (NRM) of southeastern Australia, with a particular
focus were possible on the MDB. Some of these ter-
restrial processes are locally important but regionally
likely insignificant. Others, through spatial aggregation
of the small-scale processes, may lead to the amplifica-
tion or moderation of the larger-scale forcing. In many
cases, in contrast to intensively studied regions in Europe
and the United States, the contributions of local and
regional-scale processes on the larger-scale hydroclima-
tology are not known. We will identify those processes
which are known to be important, those that are unlikely
to be important and those that we cannot currently assess
in terms of their importance and thus require further
research. We suggest that this review paper should be
read after Murphy and Timbal (2008); their paper sets
the scene and elucidates the large-scale drivers of cli-
mate and climate variability of southeastern Australia and
the MDB. We extend their paper into the more local and
regional drivers and processes that interact with the large-
scale drivers to define the regional climate.

This article is divided into three major sections.
First, the nature of the land–atmosphere coupling is
discussed to provide the framework for the next section,
which addresses the specific components of the terrestrial

system that may be regionally important over southeast
Australia. Finally, a discussion of the current state of
knowledge and suggestions for future work are provided.

2. Land–atmosphere coupling

The land and atmosphere systems are coupled. Both
provide feedbacks that can change the state of the other.
Modelling the regional climate depends critically on the
coupling between the surface energy fluxes, boundary
layer clouds and radiation fields (Betts et al., 1996). One
important effect is the way the changes in the land surface
can change albedo, thus changing the energy available to
drive surface processes. Another key role is the way the
land surface affects the partitioning of available energy
between sensible and latent heat which is controlled
by moisture availability and the capacity of the soil-
vegetation system to supply water to the surfaces where
evaporation occurs (Figure 2).

Figure 2 shows the primary feedback loop between
the land and the atmosphere. The atmosphere provides
the driving variables for surface processes (radiation
and precipitation) and the surface, in turn, changes the
characteristics of the planetary boundary layer (PBL) and
hence clouds affect both the radiation and precipitation
reaching the ground. Thus, land surface dynamics that
change the albedo or evaporative fraction (EF) enter a
feedback loop with the atmosphere and the magnitude
of the change induced depends on the coupling strength
between the land and the atmosphere. Changes in winds
are not present in Figure 2. Winds near the surface
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Figure 2. Schematic of the main interactions between the land surface
and atmosphere. The land surface effects are contained within the
dashed box. The albedo determines the net radiation (Rnet) reaching the
surface. The state of the vegetation and soils determines the partitioning
of this energy between latent and sensible heat, referred to as the EF.
The latent and sensible heat release determines the characteristics of
the PBL which impacts the growth of clouds and the advection and
mixing of both clouds and aerosols. This figure is available in colour

online at wileyonlinelibrary.com/journal/joc

are affected by the surface roughness and in turn can
change the EF and PBL growth, as can the production of
aerosols. While these effects are usually of secondary
importance, there are circumstances under which they
may dominate. Almost all land and atmosphere dynamics
involve some coupling between them. For example,
soil moisture and irrigation have a direct influence
on evaporation which can be linked to precipitation
(Boucher et al., 2004; Notaro, 2008). Land cover change
(LCC) can affect local scale wind patterns and moisture
convergence, and fire has both the immediate effects
of thermal convection and aerosol production but also
produces a significant regional-scale LCC. While the
importance of this coupling has received increasing
attention internationally, to date no work has explicitly
considered it over southeast Australia.

Betts (2004) explored the nature of the coupled
land–atmosphere system for the Northern Hemisphere
summer. He notes that away from the monsoon regions,
a large evaporation–precipitation feedback exists over the
continents and the system memory of initial soil mois-
ture anomalies is longest at high northern latitudes. Betts
(2004) analysis is focused on a suite of examples in the
Northern Hemisphere, but did not analyse the Southern
Hemisphere systems relevant for southeast Australia.

Traditionally, each system has been considered in iso-
lation with research into land dynamics treating the atmo-
spheric state as a known input including variables such as
air temperature, precipitation, humidity, wind speed and
radiation. Similarly, atmospheric research has treated the
land surface as a known lower boundary condition includ-
ing variables such as soil moisture, vegetation cover, sur-
face temperature, albedo and topography. In reality, these
systems are coevolving. Perhaps the clearest example is
evaporation which depends on land state variables such as

soil moisture and vegetation cover and atmospheric vari-
ables such as solar radiation, temperature, humidity and
wind speed. The process of evaporation changes the soil
moisture and the humidity, and in the process provides a
feedback that then changes the rate of evaporation.

Many other feedbacks also occur between the land and
the atmosphere. For example, changes in surface temper-
ature and albedo can change the surface pressure and
wind speed, which will change the evaporation rate and
feedback to the surface by changing the surface temper-
ature. This coupling is particularly important for NRM
when changes in the land surface produce instabilities in
the lower atmosphere PBL that can produce precipitation
which, in turn, changes the properties of the land sur-
face. In some locations, such as the Amazon basin, this
coupling between the land surface and atmosphere is par-
ticularly strong with as much as 50% of the precipitation
that falls within the basin being derived from the land
surface in the basin (Salati et al., 1983; Salati and Vose,
1984), this is known as precipitation recycling. While the
level of precipitation recycling in the MDB is unknown,
the semi-arid nature of much of the basin suggests that
other factors inhibit precipitation production and hence
precipitation recycling would be considerably lower than
values found in humid basins around the world, perhaps
only 10–15%.

The precipitation recycling ratio is one way to define
the strength of the land–atmosphere coupling. The first
few attempts to quantify the recycling ratio were made
using bulk formulations (Brubaker et al., 1993; Burde
and Zangvil, 2001a,b). Trenberth (1999) used a bulk
formulation with an assumed length scale to create global
estimates of the recycling ratio. Recently, Anderson
et al. (2008) defined the local convergence ratio as an
alternate measure to the precipitation recycling ratio. This
quantifies the local evaporative contribution to the rate of
precipitation rather than to the total precipitation. From a
water resource’s perspective, the recycling ratio within
particular watersheds is more important but because
natural watersheds often have complicated shapes, the
application of bulk formulations to obtain recycling
estimates remains difficult.

While not routinely done, efforts have been made to
explicitly track the source region for water vapour within
climate model simulations (Druyan and Koster, 1989;
Bosilovich and Schubert, 2002). This method is attrac-
tive in theory as the tracking of water vapour fluxes
is inherently consistent with the rest of the model sim-
ulation, but it is computationally expensive. It is also
necessary to define the water vapour source regions of
interest prior to the simulation and new simulations must
be performed to investigate other water vapour source
regions. Lagrangian back trajectory methods can calcu-
late the water vapour source regions for arbitrary shapes
(e.g. natural watersheds) and use existing climate model
simulation output. Various studies using Lagrangian back
trajectory modelling have been performed that use cli-
mate model or reanalysis output to calculate these water
vapour source regions (Brubaker et al., 2001; Stohl and
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James, 2004; Dirmeyer and Brubaker, 2007). These back
trajectory methods have the advantage of using existing
data sets and are applicable to arbitrary surface areas for
studies ranging in temporal scale from storm events to
many years. However, they use assumptions that may be
broken such as the entire atmosphere being well mixed
vertically.

Koster et al. (2004) produced the most comprehensive
study of the strength of land–atmosphere coupling. They
used an ensemble of a suite of global climate models
(GCMs), all performing the same experiments, to identify
‘hot-spots’ of coupling during the Northern Hemisphere
summer. This coupling appears strongest in summer and
hence almost all the areas identified were in the Northern
Hemisphere. With a focus on more local scale effects
Santanello et al. (2005, 2007) studied the coupling effect
on the growth of the PBL and low level atmospheric
stability. They found that diurnal conditions such as the
atmospheric stability are coupled with soil moisture and
this coupling is reflected in the evolution of the PBL.
Work continues on the quantification of the strength of
this relationship. The land–atmosphere coupling can also
be important for heat waves in Europe where Fischer
et al. (2007) found that the coupling increases the heat
wave duration, accounting for 50–80% of the number of
hot summer days.

The continued development of fully coupled regional
climate (dynamical downscaling) models internationally
has produced a suite of high quality tools for examining
this land–atmosphere coupling and understanding the
implications of changes in land use and climate within
this coupled context. While little such work has been
performed in the MDB to date, many of the techniques
to quantify the importance of this coupling are mature
enough to be applied to the MDB and provide an estimate
of just how important these effects are in the future NRM.
This may be particularly important when considering
future climatic extremes where this coupling may act to
amplify events.

3. Land dynamics

There are several terrestrial processes that may influence
how a region responds to the large-scale forcing that
defines the climate and climate variability of southeastern
Australia and the MDB.

3.1. The role of soil moisture

Soil moisture is an integrator, over time, of precipitation.
The role of soil moisture varies geographically. Changes
in soil moisture can change both the albedo and EF on
the land surface. While most of Australia is water limited,
the moisture content of the soil can be a significant
factor in the amount of moisture exchanged with the
atmosphere at regional scales. The moisture exchanged
with the atmosphere comes from varying soil depths, with
ground evaporation using moisture from a shallow top
layer and transpiration potentially reaching down several

metres into the soil (Notaro et al., 2008). Unfortunately,
most of the literature on the impact of soil moisture
on the atmosphere comes from highly seasonal Northern
Hemisphere climates (Robock et al., 1998; Entin et al.,
2000) and is not easily applied to southeastern Australia.

In regions of North America, Europe, Eurasia and the
tropics, soil moisture is effectively reset at least annually
by being brought back to saturation (Robock et al.,
2000; Figure 5). Low evaporative demand in winter and
periods of seasonal rainfall means that the soil moisture
anomalies do not typically propagate between years.
Indeed, Bosilovich and Sun (1999) suggest that the
typical time scales of variability in the near-surface (1 m)
soil moisture are about 1.5–2.0 months.

In southeastern Australia, droughts can be sustained for
many years leading to complex interactions between soil
moisture and the atmosphere that may persist through
multiple years (Figure 3). International evidence sug-
gests that large-scale soil moisture anomalies can cause
persistence in both drought and flood periods. Oglesby
and Erickson (1989), for example, showed that droughts
could cause surface warming, reduce surface pressure,
perturb the location of synoptic systems and reduce rain-
fall; but whether this could develop over southeastern
Australia is unknown since no studies have directly exam-
ined this. Bosilovich and Sun (1999) concluded that soil
moisture anomalies across North America significantly
enhanced the 1993 summer floods across the midwest
United States, a result that helped re-enforce the findings
of Beljaars et al. (1996) who found precipitation anoma-
lies to be linked to soil moisture conditions. The critical
point in these studies is that the atmospheric dynamics
are conducive to take evaporated soil moisture and recy-
cle it locally or regionally as enhanced precipitation. That

Figure 3. Soil moisture measured at Cooma airfield, every 30 min, as
part of the Oznet soil moisture network (http://www.oznet.unimelb.edu.
au/). The soil was saturated in early 2002 before experiencing a
multi-year drought. While experiencing a recovery in 2005, the soil

moisture has not been able to reach saturation again.
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is, for soil moisture anomalies to have a strong regional-
scale impact, a soil moisture anomaly and an atmosphere
that has the potential to generate rainfall are required.

This issue was explored systematically by Koster
et al. (2004) who identified regions where land surface
processes were tightly coupled to the atmosphere and
appeared to directly modify the regional atmosphere. No
region of Australia represented a ‘hot spot’ because the
study was limited to the Northern Hemisphere summer.
However, many of the ‘hot-spots’ identified by Koster
et al. (2004) were in the Northern Hemisphere semi-arid
regions which hint that the semi-arid regions of Australia
might be a significant ‘hot spot’ during the Australian
summer. Resolving this issue requires a Southern Hemi-
sphere summer focus but unfortunately, relative to studies
overseas (particularly North America), the study of the
impact of soil moisture, soil moisture variability and soil
moisture anomalies in Australia is very limited.

Observationally based assessments of the role of soil
moisture in influencing the regional climate are under-
mined by limited observations of soil moisture world-
wide. Soil moisture obviously varies spatially and tem-
porally over the MDB, as highlighted by both observa-
tions and modelling. There are two monitoring sites in
southeast Australia, one in the Goulburn River catchment
(Rudiger et al., 2007) and the other in the Murrumbidgee
River catchment (Young et al., 2008). The Murrumbidgee
site has 38 soil moisture monitoring instruments that have
been in operation for more than 5 years. This is insuffi-
cient to establish the role of soil moisture in affecting the
regional climate in a region where the large-scale climate
forcing is so variable. Supplementing these in situ data
with microwave remote sensing has been attempted (Mer-
lin et al., 2008; Panciera et al., 2008; Saleh et al., 2009).
The microwave measurements, which estimate soil mois-
ture on top of approximately 2 cm of soil, were reinforced
with in situ measurements and results indicate consider-
able future potential for this technique. Deeper soil mois-
ture and groundwater measurements using a combination
of Gravity Recovery and Climate Experiment (GRACE)
data with in situ and modelled hydrological data were
reported by Leblanc et al. (2009). They showed that the
propagation of the water deficit through the hydrological
cycle could give rise to different types of drought. While
the surface soil moisture storage dried to very low (and
stationary) levels after approximately 2 years, GRACE
measurements showed groundwater levels still declining
6 years after the onset of the recent drought.

Studies that directly link observations with modelling
of soil moisture–atmospheric interactions are very rare
in Australia. The only integrated study over the entire
MDB was conducted by Liu et al. (2009) who compared
Global Land Data Assimilation System (GLDAS) out-
put over the MDB against retrievals from the Advanced
Microwave Scanning Radiometer-Earth (AMSR-E) sen-
sor on-board NASA’s Aqua satellite. Liu et al. (2009)
investigated the spatial distribution and coherence of
soil moisture under both wetting and drying conditions.

Spatially, the AMSR-E observations and GLDAS sim-
ulations show similar seasonal patterns and while there
were biases, these do not appear too limiting. From the
temporal perspective, the match between AMSR-E and
model results vary seasonally and the authors conclude
that both products contain some skill, but further research
is essential to determine how to best blend the different
soil moisture products.

Further insight can be gained from regionalization of
global-scale studies. Notaro (2008) used the results from
the Fourth Assessment Report of the Intergovernmental
Panel on Climate Change (IPCC AR4) and showed a
clear correlation between higher soil moisture and subse-
quently higher rainfall in some regions. While the region
of southeast Australia appeared to be particularly insen-
sitive to soil moisture anomalies, the seasons examined
were largely Southern Hemisphere winter which negates
any large-scale impact between soil moisture and rain-
fall over Australia. Notaro (2008) included one estimate
for the Australian summer, hinting that soil moisture is
regionally important in southeast Australia. A sustained
soil moisture anomaly of 40 mm caused a mean soil
moisture feedback of +90 mm/month with 15 of 19 IPCC
models simulating a positive feedback where higher soil
moisture leads to higher precipitation (Figure 4). How-
ever, this was a sensitivity study that demonstrated a
potential role, but it is difficult to translate this into a
physical understanding of the real system.

Two recent studies have explored the role of soil
moisture anomalies over Australia. Timbal et al. (2002)
explored how soil moisture links ENSO to rainfall
patterns over Australia. They used a low-resolution
climate model, with an overly simplified land surface
model which is likely to underestimate the time scale of
the feedback between soil moisture and the atmosphere.
The simple hydrological scheme used has a propensity
towards drought-like soil moisture states which increases
the autocorrelation of precipitation. Timbal et al. (2002)
performed a series of experiments that either allowed soil
moisture to vary or held it fixed to the annual seasonal

Figure 4. Mean December, January and February soil moisture feed-
back parameter among 19 IPCC models, which statistically esti-
mates the impact of total soil water on precipitation. Units are
(cm/month)/(40 kg/m2). The unit 40 kg/m2 represents a typical stan-
dard deviation in total soil water over the central United States feedback
hot spot (adopted from Notaro, 2008). This figure is available in colour

online at wileyonlinelibrary.com/journal/joc
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Figure 5. Correlation between precipitation and the SOI over Australia for all months during the period 1979–1988 with precipitation lagging
behind SOI by 2 months: (left) with freely varying soil moisture and (centre) with fixed soil moisture. The impact shown left is statistically
significant (right) at a 90% confidence level over the east (adopted from Timbal et al., 2002). This figure is available in colour online at

wileyonlinelibrary.com/journal/joc

cycle derived by averaging over the varying simulations.
This effectively ‘decouples’ the role of soil moisture on
atmospheric predictability. They found that the simulated
variability in temperature and rainfall was reduced when
soil moisture was fixed, particularly in summer. Perhaps
more surprisingly, Timbal et al. (2002) also showed that
the ability to capture the correlation between the Southern
Oscillation Index (SOI, a measure related to ENSO) and
precipitation was strongly moderated by soil moisture
variability (Figure 5).

Finally, Zhang (2004) used results from the Atmo-
spheric Modelling Intercomparison Experiment (AMIP)
to determine whether soil moisture could affect the simu-
lated variability. Lag-correlation analysis highlighted that
the ‘climatic memory’ of soil moisture differed between
the models. Those models that used the simple bucket-
type hydrology schemes tended to have a rapid decay rate
in the retention of soil moisture anomalies and showed
rapid feedback between land surface and the overlying
atmosphere. They also tended to show a much weaker
influence of soil moisture conditions on the surface cli-
mate. In contrast, if a more sophisticated scheme was
incorporated, the slower interaction between soil moisture
and the atmosphere tended to cause impacts on longer
time scales.

Soil moisture obviously affects the climate of the
MDB. Clearly, most rainfall that reaches the surface
does not flow to the ocean in this region – rather it is
evaporated over time back into the atmosphere. Under
conditions of high soil moisture availability, there must
be a feedback between this soil moisture, atmospheric
water vapour and the probability of rainfall to some
degree. The studies that have explored the degree to
which soil moisture might enhance the predictability of
rainfall are very limited. Timbal et al. (2002) suggest that
soil moisture does provide additional predictability and
does provide a link between the SOI and rainfall – but
their methodologies are limited by relatively simplis-
tic land surface models and coarse resolution climate
models. Zhang’s (2004) findings conclusively highlight
problems with simple land surface schemes, but do not
provide a definitive answer to how important soil mois-
ture is over the MDB.

3.2. The role of vegetation dynamics and CO2

fertilization

There is a direct link between changes in atmospheric
CO2 and the ways the land surface interacts with the
atmosphere. Observations have shown a direct impact
of CO2 on the stomates of plants (Field et al., 1995;
Drake et al., 1997; Ainsworth and Long, 2005). Increased
CO2 has a fertilization effect which stimulates the rate
of photosynthesis and can lead to increases in growth,
above-ground biomass and crop yield in the long term
(Ainsworth and Long, 2005). These plant responses vary
according to species, functional groups and growing con-
ditions (Ainsworth and Long, 2005). The CO2 fertiliza-
tion effect is generally affected by resource limitations
(light, water and nutrients) and environmental stresses.
The response of the leaf area index (LAI) to increases
in CO2 is likely to be small in water-limited ecosys-
tems since these regions are typically also nutrient-limited
(Field et al., 1995).

If stomatal function changes and the fertilization effect
is significant, the net primary productivity (NPP) of indi-
vidual plants and ecosystems can change. Changes in
the NPP can affect the competitive advantages of some
plants over other plants leading to changes in the biodi-
versity of ecosystems. This includes vegetation dynamics
whereby species germinate, grow and compete with one
another. The presence of disturbances is a driver of this
competition dynamic. These drivers can be abrupt such
as fire or relatively slow such as climate change which
is the major driver of vegetation over long time scales.
Vegetation affects the climate by modifying the radiative
(albedo), momentum and hydrologic balances EF of the
land surface (Pitman, 2003). The main terrestrial sink for
increasing atmospheric CO2 is via plants and if plants
take up more carbon they will respond physiologically,
structurally and biogeographically.

The impact of CO2 on plant physiology has implica-
tions at the ecosystem, regional and global levels beyond
the changes at the leaf and plant scale. While there have
been many global-scale modelling studies (Martin et al.,
1999; Cruz et al., 2008; Boucher et al., 2009; Cao et al.,
2009), the impacts of higher CO2 on plant physiology are
usually highly regionalized. This requires studies focused
on southeastern Australia, but a major problem is that
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most climate modelling is based on Northern Hemisphere
vegetation types and these do not reflect the nature of
Australian vegetation. This ranges from not represent-
ing the key Australian vegetation at all (e.g. Eucalyptus),
through to combining all Eucalyptus into a singe vegeta-
tion type, through to common problems of how to capture
the impact of climate and higher CO2 on vegetation func-
tion and dynamics. In the case of endemic Australian
vegetation, Eucalyptus has considerable drought toler-
ance and is commonly coupled with groundwater (Eamus
and Froend, 2006) implying a particularly deeply rooted
ecosystem in some locations. Indeed, the whole issue of
roots in global change is problematic (Norby and Jack-
son, 2000; Feddes et al., 2001). A significant change in
root depths could decouple large-scale ecosystems from
groundwater or allow some water-restricted ecosystems
to reach groundwater and therefore survive in drought
affected areas. The likelihood of these sorts of feed-
backs occurring in southeastern Australia is unknown.
The impact of failure to represent Eucalypts was explored
by Peel et al. (2005). They showed that several classifi-
cations of Eucalypts were required and proposed suitable
parameter values for this classification. Impacts on both
rainfall and temperature were simulated if poor parameter
choices were made – impacts that relate to large differ-
ences in several vegetation parameters including stomatal
conductance and roughness length.

There is very little regionally specific research in this
area. Almost all major assessments of the impact of cli-
mate change over southeastern Australia are based on
climate modelling results that assumes a Northern Hemi-
sphere vegetation classification, and no change in vegeta-
tion type and no change in plant physiological responses.
Global studies using dynamic vegetation (Delire et al.,
2004) have found that the two-way coupling between the
vegetation and atmosphere introduces persistent precipi-
tation anomalies in ecological transition zones. In Aus-
tralia, the transition zone is between savannah and desert
and covers much of the semi-arid portion of the coun-
try. While this study was conducted at a course global
scale, the results suggest that this dynamic coupling is
important for the climate of southeast Australia. Using
remotely sensed observations globally, Liu et al. (2006)
identified regions of strong vegetation–climate coupling.
They found an area with positive forcing of vegetation on
local precipitation in Australia, though this was confined
to the North.

Globally, evidence points to the greening of vege-
tation particularly at high northern latitudes, over the
last century or more (Notaro et al., 2005). There is
some crucial observational evidence of large-scale veg-
etation change over southeastern Australia. Donohue
et al. (2009) used the Advanced Very High Resolution
Radiometer (AVHRR) data spanning 1981–2006 and cal-
ibrated for long-term analyses of vegetation dynamics.
They examined whether vegetation cover has increased
across Australia and whether there has been a differen-
tial response of vegetation functional types in response to
changes in climatic growing conditions. Australia-wide,

Figure 6. Trends in total fraction of photosynthetically active radi-
ation absorbed by vegetation, 1981–2006 (adopted from Donohue
et al., 2009). This figure is available in colour online at

wileyonlinelibrary.com/journal/joc

they found an increase over the 26 years in the fraction
of photosynthetically active radiation (fPAR) absorbed
by vegetation which they used as a measure of vegeta-
tion cover. They noted that some of these changes were
driven by rainfall, but where vegetation cover increased
at water-limited sites precipitation did not necessarily
increase, which they suggested hints at an increase in
water-use efficiency. While Donohue et al. (2009) noted
that, overall, the response of vegetation over the past
two to three decades has been an observable greening
over Australia, a careful review of their results for south-
eastern Australia points to a contrasting result. Over the
MDB there has been a decrease in fPAR – in fact the
strongest decrease observed over the continent (Figure 6).
This is largely a response to the decline in rainfall over
this period although they noted that local soil conditions
are also important. There is also strong observational
evidence that plants in elevated CO2 show increased
growth and increased rates of photosynthesis. Pritchard
et al. (1999) and Curtis and Wang (1998) both under-
took meta-analyses and reported significant increases in
above-ground biomass as a mean response to elevated
CO2 conditions. These were short-term studies and the
increase in growth may not be sustained over longer time
scales due to nutrient limitations (McMurtrie and Comins,
1996).

Increases in atmospheric CO2 also directly affect sur-
face–atmospheric interactions. The decreased stomatal
conductance results in decreased latent heat flux and
thereby warmer temperatures over southeastern Australia.
Indeed, Cruz et al. (2010) showed that increasing leaf-
level CO2 could increase the probability of higher tem-
peratures via daytime suppression of transpiration (from
midday through the afternoon), accompanied by changes
in convective rainfall. Cruz et al. (2010) also showed that
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the impact of the moisture availability on the physio-
logical feedback over Australia could indirectly lead to
more rainfall and reduce the warming effect of decreased
transpiration. The influence of the availability of mois-
ture suggests that the potential impact of the physio-
logical feedback on the future climate may be affected
by uncertainties in rainfall projections, particularly for
water-stressed regions. However, this work is limited by
the parametrization of these processes in climate models
and the use of a single climate model.

At a global scale, Notaro et al. (2007) investigated the
radiative and physiological forcing of CO2 and found
the radiative effect dominating in Australia, resulting
in soil drying and reduced forest cover. At a regional
scale, changes in vegetation type, function and cover
are not included in any assessments of how southeast-
ern Australia will respond to climate change, but Dono-
hue et al. (2008) and Cruz et al. (2008) provide evi-
dence that physiological and vegetation dynamics affect
the basin on time scales of decades. In terms of a
whole of basin modelling assessment of how south-
eastern Australia will respond to climate change, recent
research and model development provide the frame-
work for the explicit inclusion of the way vegetation
responds to increasing CO2. However, while the basic
vegetation dynamics can now be included, the issue of
nutrient–groundwater–vegetation interactions is not well
developed. A major effort to understand how vegetation
will react to increasing CO2 and climate changes at fine
spatial scale, and in mind of nutrient and groundwater
systems is a major challenge.

The climate model results depend on the parametriza-
tion of the response of the stomates to increased CO2 in
the land surface model used, which involves an uncer-
tainty given limits in our current understanding on the
vegetation response (Ainsworth and Rogers, 2007). Thus,
additional field experiments can provide helpful infor-
mation to realistically represent the response of agricul-
tural and native ecosystems over the MDB to elevate
CO2 in land surface models and to verify model results.
Future experiments for the MDB will need to incorporate
changes in vegetation structure and dynamics, includ-
ing acclimatization, to account for the fertilization effect
of increased atmospheric CO2 and associated climate
changes (Calvet et al., 2008) under conditions of limited
nutrient and water availability in the basin. Given the
projected increase in atmospheric CO2, it is important
that future climate projections and assessments include
the impact of these biospheric feedbacks to minimize the
risk of underestimating the vulnerability of the MDB to
climate change.

3.3. The role of land cover/land-use change

Observations (Lyons et al., 1993; Lyons, 2002; Ray
et al., 2003) and model simulations have demonstrated
that LCC is an important anthropogenic forcing of the
observed regional climate changes in Australia. Most of
the change in the land cover for the past 200 years has

occurred in southeast, southwest and northeast regions
(AUSLIG, 1990)). Narisma and Pitman (2003) found that
the conversion of woody vegetation to crops and grass
over southeast Australia since the European settlement in
the late 1700s resulted in statistically significant warming
of 0.4–1 °C with possible reductions in rainfall and
changes in wind patterns in January. McAlpine et al.
(2007) supported these results with ensemble simulations
which indicated a statistically significant annual warming
of 0.1–0.6 °C and 4–8% rainfall decrease with stronger
responses in the summer. Unfortunately, Narisma and
Pitman’s (2003) results were limited to January-only
simulations and McAlpine et al.’s (2007) results used
a simple land surface model that did not represent
vegetation explicitly. There is also some evidence that the
LCC over southeastern Australia affects extreme climates
(Deo et al., 2009), but again this is based on a simple land
surface model. All existing assessments on the role of
LCC on southeastern Australia are fundamentally limited
by the experimental design whereby only a single climate
model is used.

LCC affects the regional climate through the changes
in the properties of the vegetation and soil surfaces
(Pitman et al., 2009). Changes in the surface albedo
induce a radiative forcing (Forster et al., 2007) and
affect the terrestrial net radiation. LCC also affects
emissions of CO2, methane and aerosols from the land
surface, which may result, for example, from agricultural
practices such as forest clearing and biomass burning
(Pielke et al., 2007). The conversion of forests and
natural grasslands to crops and pastures increases albedo
while decreasing the LAI and surface roughness which
affects the EF (Pitman, 2003). The consequent changes
in temperature, rainfall and soil moisture have been
shown by model simulations over areas where land
cover is perturbed (Narisma and Pitman, 2003), but
results are very likely model-specific, depend on the
characteristics of the replacement vegetation and are
probably local to the area of LCC (Pitman et al., 2009).
The regional impact of LCC can be comparable to
the impacts of increased CO2 (Pitman and Zhao, 2000;
Zhao and Pitman, 2002) and with large-scale sea surface
temperature (SST) anomalies such as ENSO (Findell
et al., 2009) but whether this is true for southeastern
Australia is unknown.

The impact of LCC on climate extremes in eastern
Australia, particularly during El-Niño events, has the
potential to increase the severity and duration of droughts
(McAlpine et al., 2007; Deo et al., 2009). The effect
of LCC combined with the enhanced greenhouse effect
on the Australian climate puts water and agricultural
resources, native ecosystems and biodiversity further at
risk. This requires LCC to be considered in future climate
risk management analysis and in the formulation of
anticipatory policies (McAlpine et al., 2009). However,
it is important to recognize that no definitive study
of how LCC affects regional climate has been done.
Simulations involving transient changes in land cover
using a fully coupled model would be more robust
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and may provide additional information, such as the
interaction of LCC with natural climate variability and
increasing atmospheric CO2, as suggested by Deo et al.
(2009). For an agricultural region, such as the MDB,
crop phenology needs to be adequately represented within
the climate model to avoid underestimating the radiative
forcing of LCC (Nair et al., 2007). Achieving this
within future climate simulations would require the
incorporation of a crop model into the land surface
scheme of one or more high resolution regional climate
models (RCMs). Overall, the scale of impact of LCC on
the mean and extreme climate of the MDB is unknown,
but there is clear emerging evidence that it is likely
significant though secondary to increasing greenhouse
gases.

3.4. Fire

Fire has played a significant role in shaping Australia’s
landscape for a very long time (Zylstra, 2006). Fire
causes an abrupt landscape change, commonly on spatial
scales of a thousand hectares but occasionally on scales
exceeding 500 000 hectares (e.g. in 2003 and 2009).
Following the widespread destruction of vegetation cover
there can be increases in erosion and surface runoff. Once
the young vegetation begins to rejuvenate a significant
decrease in runoff is often observed in a manner similar
to that seen after clear-cut forestry (van Dijk and Keenan,
2007; van Dijk et al., 2007; Hill et al., 2008), which
means that a large-scale increase in the moisture flux
to the atmosphere must have occurred. Fire also has
a direct effect on the atmosphere through the intense
surface heating and release of large amounts of aerosols
during the fire, and by the large change in albedo and
surface roughness that have a prolonged effect on the
land–atmosphere interactions.

A number of studies have been conducted into the
meteorology associated with major wildfire events; in
particular, several studies have looked at the meteo-
rology that contributed to the extremely large wildfire
that occurred in January 2003 (Mills, 2005; Taylor and
Webb, 2005). Traditional factors such as a prolonged
dry period leading up to the fire and the presence of
hot, dry and windy conditions during the fire outbreak
were all present. The worst fire days tended to happen
in the presence of a strong frontal system and be pre-
ceded by evenings with unusually low relative humidity.
It was also found on the most severe fire days that the
lower mid-troposphere was particularly dry, contributing
to instability of the lower atmosphere and production of
huge pyrocumulus clouds that were able to inject smoke
into the stratosphere. This smoke entering the strato-
sphere perturbed the background weather of the Southern
Hemisphere (Fromm et al., 2006) as well as producing
a number of other effects including the suppression of
precipitation due to a large reduction in the effective
cloud particle radii to well below the precipitation thresh-
old. The aerosols trapped in the troposphere were also

found to have a lasting effect with background condi-
tions in Canberra not returning for a month (Mitchell
et al., 2006).

The above-mentioned studies demonstrate that the
meteorology is important for the outbreak and propaga-
tion of fire and that fire can itself impact the weather.
The spatial scale of forest fires has been found to match
closely with the scale of the corresponding weather events
(Boer et al., 2008). Others have specifically looked at
the impact of climate change on fire danger and fire-
weather in Australia, often using indices that are sensitive
to the temperature and humidity of the air. Williams et al.
(2001) found that a doubling of CO2 (occurs approxi-
mately 2075 in SRES A2 scenario) would increase fire
danger everywhere by increasing the number of days
experiencing very high and extreme fire danger. Hen-
nessy et al. (2005) found a similar result of increased
fire danger using various emission scenarios for the years
2020 and 2050. In a more recent study, Pitman et al.
(2007) used probability density functions to conclude
that the fire risk will increase by 25% by 2050 with
substantial further increases occurring after that. Hasson
et al. (2009) first associated extreme fire-weather events
with strong cold fronts moving through the area. Using
a simple measure based on the gradient of the 850 hPa
temperature applied to several GCM simulations, they
found that these events could be 200% more frequent
at the end of the 21st century due to climate change.
Thus, the literature suggests that southeastern Australia
is likely to experience an increase in frequency and sever-
ity of wildfires. This has implications for natural systems
where there is likely to be a change in species distribu-
tion with different physiological function and potentially
therefore for the regional-scale climate.

The studies of the climate change impact on fire
danger have been performed using either an ensem-
ble of GCMs with very low spatial resolution or a
single RCM with uncertainty related to model depen-
dence. To date, these climate models have also not
included any physical or chemical feedbacks from the
fire to the climate; they have focussed on the impact
of changes in climate due primarily to increases in
radiative forcing due to increasing CO2. However, in
addition to the radiative changes, in the short term,
the injection of aerosols into the atmosphere can affect
the weather whereas in the longer term changes in the
land surface (e.g. changes in albedo and surface rough-
ness) can feedback on the climate itself. Indeed, ele-
vated CO2 may increase NPP and has the potential to
increase biomass. This feedback that might increase fuel
load, coupled with higher temperatures and changes in
rainfall variability that might lead to longer and more
intense droughts in some regions underpins the com-
mon conclusion that there is a strong likelihood of fire
increasing in the future. Under these circumstances, cli-
mate feedbacks will become more important and studies
that quantify the impact of these feedbacks would pro-
vide a measure of the uncertainty in future fire danger
estimates.
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Figure 7. Major areas of irrigation and irrigated crops and pastures in the MDB. Copyright MDB Authority (adopted from http://www.mdbc.
gov.au/nrm/water issues/irrigation, accessed 20 June 2009). This figure is available in colour online at wileyonlinelibrary.com/journal/joc

3.5. Irrigation

While only using a small proportion of the total land
area of the MDB, irrigation produces a considerable pro-
portion of agricultural income, uses the majority of the
water in the basin (Meyer, 2005; ABS, 2009) and has the
potential to provide significant feedbacks to the atmo-
sphere (Boucher et al., 2004). The area under irrigation
in Australia has increased by more than three times since
the 1950s, with a majority of this being in the MDB
(NPSI, 2008; Figure 7). This growth in irrigation pro-
vided some insulation from Australia’s variable climate
allowing agriculture to continue through dry periods.
During long dry periods, however (and through 2008
and 2009), irrigators have faced significant reductions in
water allocations leading to some irrigated fields being
abandoned. During wet periods, when full allocations are
available, irrigation can have other impacts on the land.
In some cases, irrigators have applied so much water that
they have raised the water table and caused salinization
problems.

Several modelling studies have shown irrigated areas to
have impacts on the local climate through the enhanced
evaporation providing increased low level atmospheric
water vapour, lower surface temperatures, higher surface
pressure and associated changes in the local wind fields
(Perlin and Alpert, 2001; Geerts, 2002; Zaitchik et al.,
2005; Lee et al., 2009). Similar impacts on local climate

have also been seen in observations (Ozdogan and
Salvucci, 2004). These changes can be largely compared
to the surrounding areas particularly in semi-arid regions
including much of the MDB. While these surface changes
impact the stability of the atmosphere and can lead to
local cloud formation and precipitation, the actual impact
varies depending on location and current state of the
large-scale atmosphere (Lobell et al., 2009).

To date, there has been no study of the explicit
feedback between irrigated areas and the atmosphere in
the MDB. Thus, it remains unclear how strong such a
feedback may be or how the downwind weather may be
affected by the presence of irrigated areas. Studies that
explicitly quantify this coupling between the land surface
and atmosphere should be performed to understand its
importance in the current climate. Under future climate
conditions, this coupling may become more important
in parts of the basin. For example, if the subtropical
ridge moves further South, as predicted in most current
GCM simulations, then the northern part of the basin will
regularly experience an atmosphere that is more unstable
than today and hence more likely to be triggered into
precipitating by local effects such as those produced by
irrigated areas. Utilization of a high resolution RCM able
to capture both the feedbacks from irrigated areas and to
simulate future climate change would provide evidence
of the scale of impact of irrigation over this region.
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3.6. Snow

Snow cover affects land–atmosphere coupling largely
through its impact on the surface albedo. The Australian
Alps are a relatively low and warm alpine region com-
pared to others around the world. This results in highly
variable snow cover on both inter-annual and intra-annual
time scales. Within any winter, the snow cover may go
through multiple melt and refreeze processes. This makes
keeping track of snow-covered areas a challenge through-
out winter.

Many studies of the snow accumulation, melt and
effect on the atmosphere have been performed elsewhere
in the world. These studies are generally performed in
regions with large areas of consistent snow cover with
winters cold enough that they do not experience melt
and refreeze processes except at the very beginning and
end of the season (Groisman et al., 1994; Brown, 2000).

Few studies have been performed focusing on the
snow cover of the Australian Alps with no attempt to
quantify the feedback on the atmosphere. Several studies
have investigated the impact of climate change on the
snow cover of the region, generally concluding that snow
cover will decrease over the next few decades before
disappearing altogether (Nicholls, 2005; Henessy et al.,
2008). How this change from a seasonally snow-covered
regime to a permanently snow-free regime will affect the
local meteorology remains unknown.

3.7. Aerosols/dust/volatile organic compounds

Aerosols are important components of the climate system
and a recent detailed review of their impact on the
Australian climate is provided by Rotstayn et al. (2009).
Aerosols can be produced from many sources including
soils, biomass burning, burning of fossil fuels, sea
salt and direct emissions from vegetation or biological
volatile organic compounds (BVOCs).

There is strong evidence that aerosols are important
on the global scale (Forster et al., 2007). They affect
radiative forcing – most likely slightly cooling the cli-
mate – but the impact of aerosols is highly regional-
ized and dependent on the specific characteristics of
the aerosol shape, size and chemistry. At the global
scale, the impact of short-lived aerosols and short-lived
radiatively active gases do affect regional climate (Shin-
dell et al., 2008) and monsoon systems (Lynch et al.,
2007). Hypotheses exist that link aerosols with chang-
ing cloud characteristics and precipitation generation
(Rosenfeld et al., 2008). The uneven distribution of short-
lived aerosols leads to varying impacts on regional cli-
mate – an impact that was shown to be very climate
model-specific.

BVOCs (e.g. isoprene) are mainly produced from liv-
ing vegetation. Different plant species vary greatly in the
type and amount of BVOC they emit, and a broad cat-
egorization based on functional or genetic traits remains
elusive (Guenther et al., 1995; Kesselmeier and Staudt,
1999). Emission hot-spots include northern Australia
(Lathière et al., 2006). BVOCs are a crucial compo-
nent of tropospheric chemical reactions at regional scales

(Atkinson and Arey, 2003). The type of BVOC emitted
is important to how secondary organic aerosols form and
potentially affect regional climate. Emissions affect the
type of reaction pathway and products formed and depend
heavily on the overall chemical and physical environ-
ment. Finally, via long-range transport some compounds
of (at least partial) biogenic origin can affect chemistry
and climate elsewhere.

The detailed impact of aerosols on the Australian
climate is poorly known. The only major studies were
summarized by Rotstayn et al. (2009). Their work points
to a possible link between rainfall changes over Australia
and Asian aerosols – but the main impacts appear to
be confined to northwest Australia and not the MDB.
Australia is well behind international efforts to study the
local production of aerosols, with perhaps the exception
of dust from soil erosion (Ekström et al., 2004; Leslie
and Speer, 2006). Details of where aerosols are locally
generated, how they interact with the local meteorology,
radiation and surface energy balances and how these may
evolve in the future remain unknown. It is not possible
to judge whether aerosols would strongly affect the
climatology of southeastern Australia or the sensitivity
of the MDB to current and future global warming, but
international research provides evidence that they may.
They are, therefore, a significant area of ongoing and
future research that Australia is poorly positioned to
execute due to low levels of biologists and chemists
working in atmospheric science.

4. Discussion

The climate of southeast Australia is, to first order,
the result of large-scale processes (Murphy and Timbal,
2008). The future of the climate of this region is also
likely to be dominated by the large-scale response to
increasing greenhouse gas concentrations. As global scale
climate changes affect regional scale atmospheric dynam-
ics, rainfall, temperature and other climate variables will
be affected. There are major challenges to project how the
climate of this region will change in the future. The cli-
mate of this region is dominated by modes of variability
including the Indian Ocean dipole, ENSO and the South-
ern Annual Mode. These interact in extremely complex
ways to affect the strength and location of the subtropical
ridge, the frequency of formation and direction of prop-
agation of cut-off lows and cold fronts, the location of
inland troughs and the magnitude and ability of coastal
systems to cross the Great Dividing Range. How these
phenomena will change due to global warming remains
an area of significant uncertainty. It partially explains
why climate projections for southeast Australia remain
relatively inconsistent among climate models (CSIRO,
2007).

There has been significant work associated with the
IPCC AR4 to address the uncertainties associated with
climate change projections. While future climate projec-
tions for southeast Australia are inconsistent among cli-
mate models (CSIRO, 2007), those climate models with
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significant skill in the region tend to project quite con-
sistent warming and drying over the basin under higher
atmospheric CO2 concentrations (Perkins and Pitman,
2009).

There are, however, a series of important or potentially
important processes over southeastern Australia that are
not well understood. The nature of the climate variability
in this area, the prolonged duration of drought, the
unusual nature and function of Australian vegetation and
the lack of research undertaken in this area mean that
we are poorly positioned to know how the climate of
the basin will change in the future. Even if the climate
models capture the large-scale dynamics well, at the
scales that humans utilize major areas of southeastern
Australia (in particular the MDB) we simply do not
know the scale and scope of terrestrial drivers, the
strength of land–atmosphere coupling or the strength of
precipitation recycling. This is quite remarkable given
the economic significance of this region to Australia, but
understandable given the scale of research investment in
this region relative to key parts of North America and
Europe.

Assessing these land–atmosphere interactions observa-
tionally remains a challenge worldwide. Future research
into surface dynamics should explicitly include docu-
menting the changes in relevant coupling fields especially
albedo, latent and sensible heat and perhaps other vari-
ables such as surface roughness. In situ observational
sites should incorporate such measurements or supple-
ment the in situ measurements with remotely sensed
based estimates of the coupling factors. These remotely
sensed based estimates themselves need further testing
and development, but provide great promise for under-
standing region-wide land–atmosphere coupling. The
evidence to date suggests that this coupling may be most
important in ecological transition zones, including many
semi-arid regions of the world. Most of these regions
exist in countries with limited scientific observations and
research capacity. Southeast Australia is arguably one of
the best scientifically positioned semi-arid regions of the
world to address these land–atmosphere coupling issues.

Coupled modelling efforts are needed to address many
of the uncertainties surrounding these land–atmosphere
interactions, with RCMs being an appropriate tool. In
order to address the myriad of processes impacting the
coupling, further development of RCMs for Australian
conditions is required including incorporation of local
hydrological models, and results from observational stud-
ies of vegetation responses to elevated CO2, soil moisture
dynamics and variability, fire, crop phenology and irriga-
tion. Such studies need to cover temporal scales from the
diurnal and synoptic to the climatic, with the long-term
coupling strength being understood within the context of
the various precipitation producing weather systems for
the region.

The attempt to understand and quantify the land–
atmosphere coupling strength is a large challenge glob-
ally. It is however necessary in order to provide policy
and management advice on climate and land-use change

as they relate to each other. To actually build a 21st cen-
tury understanding of the functioning of the MDB and
an understanding of the basin’s vulnerability to human
and natural drivers is a nationally significant research
challenge. To build an understanding of water resource
vulnerability to human and natural drivers is a significant
challenge worldwide.
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